The Need to Hold Big Tech Accountable During the Coronavirus Crisis

Welcome to NAVIGATOR – a project designed to better understand the American public’s views on issues of the day and help advocates, elected officials, and other interested parties understand the language, imagery, and messaging needed to make and win key policy arguments.

This is a dynamic time, and as a result, Navigator has transitioned to a daily tracking poll on the coronavirus crisis. In partnership with Accountable Tech, this report focuses on the role of social media platforms in the midst of the coronavirus pandemic, and features findings from a national survey of 1,014 registered voters conducted May 1-6, 2020 and a national survey of 1,004 voters conducted April 24-29, 2020.

Key takeaways:

● Contrary to a pervasive narrative that Big Tech companies have regained people’s trust amidst the ongoing pandemic, an overwhelming majority of the public believe social media platforms do more harm than good in times of crisis.

● By a significant margin, more Americans under the age of 45 rely on social media as a major source of news than any other medium, underscoring the importance of cracking down on misinformation and promoting authoritative, grounded content.

● Americans who listed social media as one of their main sources of news were more likely to agree with a range of false claims and conspiracy theories than those who rely on traditional news sources.

There is significant, cross-partisan concern about the role of social media platforms in spreading disinformation during times of crisis.

Nearly two-thirds of Americans agree that social media platforms do more harm than good because of how quickly they spread disinformation. When asked which of the following statements they agreed with more, even if neither was fully convincing, 65% agreed that “major social media companies do more harm than good in times of crisis: they can quickly spread disinformation that incites panic, confusion, and distrust in real information” over a statement that social media companies do more good because they empower users to get important information quickly (35%).

The position that social media companies are harmful in times of crisis transcended partisanship: over 60% of Democrats, Republicans, and Independents agreed.
There is significant support for social media companies to remove posts from elected officials when they contain misinformation.

While major social media platforms have largely backed away from monitoring the accounts of elected officials, a clear majority of Americans (63%) agree they should remove posts if they contain misinformation, while 37% say they should not be in the business of removing factually incorrect information from their accounts. Democrats agree by a 3-to-1 margin (76%-24%), while Independents (51%-49%) and Republicans are split nearly evenly on the question (53%-47%).

It’s clear there is widespread support for social media platforms to do more to curtail the spread of false content, including from public figures. As reflected in the platforms’ own moderation policies, there are many ways to limit the reach of misinformation that steer far away from censorship, like downranking posts or adding factual context.

Social media platforms are the dominant source of news among younger Americans in particular.

Facebook, YouTube, and Twitter are no longer just social networking platforms or entertainment sites – they are at the center of the modern information ecosystem. For Americans under the age of 45, they are the dominant source of news (55% of younger Americans report getting news from social media), prevailing widely over any other source of news.
Americans who rely on social media for their news are more prone to back conspiracy theories and highly disputed information.

Those who listed social media as a main source from which they get their news were consistently more likely to agree with a range of false claims and popular conspiracy theories than those who get their news from more authoritative sources. This is particularly highlighted when compared to those who get their news from broadcast news, where the percentage agreeing with disputed information is significantly lower than those who get their news from social media.

<table>
<thead>
<tr>
<th>Statement</th>
<th>Broadcast news consumers (Agree-Disagree; Net)</th>
<th>Social media consumers (Agree-Disagree; Net)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coronavirus was created in a lab in China</td>
<td>37% agree – 38% disagree (-1)</td>
<td>44% agree – 30% disagree (+14)</td>
</tr>
<tr>
<td>Tests are available to anyone who needs them</td>
<td>20% agree – 68% disagree (-48)</td>
<td>29% agree – 56% disagree (-27)</td>
</tr>
<tr>
<td>Anti-bacterial hand sanitizer is ineffective against coronavirus</td>
<td>18% agree – 64% disagree (-46)</td>
<td>27% agree – 54% disagree (-27)</td>
</tr>
<tr>
<td>Coronavirus is no worse than the flu</td>
<td>12% agree – 82% disagree (-70)</td>
<td>20% agree – 71% disagree (-51)</td>
</tr>
</tbody>
</table>

*Nationwide survey of 1,004 registered voters; April 24-29, 2020. For more info, visit navigatoresearch.org.*
Americans are evenly split on whether social media platforms go too far in moderating content: 23% say they get it about right, 29% say they do not go far enough, 25% say they do too far, and 23% don’t know enough to say. However, some demographics are more likely to say they go too far, such as white men (32% go too far compared to just 27% not going far enough) while other demographics, such as women (20% go too far compared to 30% not going far enough) and people of color (18% go too far compared to 30% not going far enough) are the opposite.

Trump supporters are overwhelmingly more likely to say platforms go too far in moderating content (40% go too far compared to 19% not far enough) – likely reflecting his refrain that Big Tech is biased against conservatives – while non-supporters say the opposite (14% go too far compared to 37% not far enough).

About Navigator

In a world where the news cycle is the length of a tweet, our leaders often lack the real-time public-sentiment analysis to shape the best approaches to talking about the issues that matter the most. Navigator is designed to act as a consistent, flexible, responsive tool to inform policy debates by conducting research and reliable guidance to inform allies, elected leaders, and the press. Navigator is a project led by pollsters from Global Strategy Group and GBAO along with an advisory committee, including: Andrea Purse, progressive strategist; Arkadi Gerney, The Hub Project; Christina Reynolds, EMILY’s List; Delvone Michael, Working Families; Felicia Wong, Roosevelt Institute; Mike Podhorzer, AFL-CIO; Jesse Ferguson, progressive strategist; Navin Nayak, Center for American Progress Action Fund; Stephanie Valencia, EquisLabs; and Melanie Newman, Planned Parenthood Action Fund.

About Accountable Tech

We are facing a crisis of truth that threatens the health of our democracy, as unaccountable social media platforms increasingly function as the modern gatekeepers of information. These companies – like Facebook, Google, Twitter – were not fundamentally designed to serve the public good, but to generate growth and profits. As seen throughout the coronavirus pandemic, these companies can take action they’ve long resisted in order to safeguard their platforms from pandemic misinformation and profiteers. Now, they must build upon those efforts to comprehensively combat misinformation, deception and manipulation.

Accountable Tech is dedicated to combating online misinformation, deception, and manipulation. We advocate for social media companies to better protect the integrity of their platforms and our democracy.